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Abstract
Accurate water level (WL) prediction is essential for the efficient management of various water resource projects. The creation of a reliable model for WL forecasting is still a difficult task in water resource management. This study applies an artificial neural network (ANN) integrated with the particle swarm optimisation algorithm (PSO-ANN) for simulating monthly WL of the Tigris River in Alkut City, Iraq. Data pre-treatment methods are utilised for improving raw data quality and detect the optimal predictors. Monthly WL and climatic variables from 2011 to 2020, were used to construct and validate the proposed technique. The results showed that singular spectrum analysis (SSA) is a high-performance technique for denoising time series. The PSO-ANN model produces good results coefficient of determination ($R^2$) of 0.85.
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1. INTRODUCTION

A greater need for the development and use of water resources has been raised as a result of the intensification of global climate change, the regular occurrence of droughts, and the detrimental effects they have on social and economic growth [1, 2]. Water level (WL) prediction is a crucial duty of hydrologists, engineers, and relevant authorities in establishing a sustainable conceptual design of water infrastructures, drought management strategies, providing food, and also evaluating river/lake/reservoir behavior for operational purposes [3, 4].

Iraq is one developing country that is vulnerable to climate change, with significant negative consequences for water supplies, the economy, and the economy, particularly in the agricultural field. In general, the Middle East has been severely impacted by climate change, with drought and high record temperatures expected to increase and have a significant impact on populations [5]. The temperature in Iraq, which is located in the world's fastest-warming region, the temperature reached 54°C in Basrah City on July-22-2016, which is regarded one of the highest temperatures ever estimated in the Eastern Hemisphere [6]. The loss of water through evaporation can have serious consequences. These will cause a substantial decrease in the amount of precipitation in Iraq and lowering the discharge of the Tigris and Euphrates rivers, posing a serious problem for the country because Iraq’s water security is based on the Euphrates and Tigris rivers, both of which are in deterioration [5].
WL change is a complicated hydrological phenomenon that is influenced by a variety of factors, including meteorological conditions. As a result, many tools for forecasting water levels while accounting for influencing factors have been developed [7]. Hydrological models are critical in decision-making systems for anticipating and estimating the effects of river floods, as well as for drought monitoring and water management [8]. In the past, conventional approaches used to predict water level, such as autoregressive integrated moving average (ARIMA), assumed that a given time series is the result of an underlying linear process. As a result, when modelling nonlinear hydrological time series, these techniques may not always perform well [9]. In recently, there has been a great deal of interest in the use of machine learning methods to improve WL prediction. Machine learning (ML) models have been discovered to be extremely effective in modelling nonlinear systems and prediction environmental phenomena [10]. There are many types of ML models, such as support vector machine (SVM) [11], adaptive neuron-fuzzy inference (ANFIS) [12], genetic programming (GP) [13], and artificial neural network (ANN) [14].

ANN have been extensively utilised in a variety of engineering and scientific problems, most notably in the modelling of nonlinear hydrological processes. Through their model structure, ANNs mimic the biological neural networks of the human brain by mapping the complicated nonlinear relationships and processes inherent among multiple influencing variables [3, 15]. The need for rising data-driven method reliability, capability, and accuracy has led to the development of hybrid models, which combine two or more techniques to outperform single models. One technique is usually designated as the primary one in these hybrid approaches, with the others serving as pre- or post-processing methods [16]. Several combined techniques have been utilised to forecast WL, for example Shafaei and Kisi [17], Xie, et al. [18], Ghorbani, et al. [19], Deng, et al. [3], Chen, et al. [20], Azad, et al. [21], Mohammadi, et al. [22], and Nguyen, et al. [23].

Various optimisation techniques can be employed to solve problems in applications. The purpose of optimisation algorithms is to find the best values for a system's parameters under various conditions [24]. The particle swarm optimisation (PSO) technique is used to find hyperparameters for the model. PSO algorithm has been employed in various hydrology fields, for example stream flow [25], water quality [26], water demand [24].

Hajirahimi and Khashei [27] discuss various types of combined models for time series prediction and emphasise the significance of data pre-treatment techniques. The most significant benefit of pre-processing methods is that they provide more suitable inputs for prediction model, allowing them to best model the underlying data and, as a result, produce more reliable results. This is also frequently accomplished by decreasing and eliminating noise, normalising and cleaning raw data, and selecting the optimal independent variables, such as wavelet transform (WT) [28], tolerance method [29], singular spectrum analysis (SSA) [24], variance inflation factor (VIF) [30], and autocorrelation function (ACF) and partial autocorrelation function (PACF) [31].

Furthermore, various research in water level forecasting [12, 19, 32-34] recommend using climatic factors for forecasting WLs to enhance prediction precision, so climate factors will be involved as predictors in this study.

The purpose of this paper is to critically evaluate a novel hybrid methodology that combines data pre-processing techniques, ANN model, PSO algorithm to estimate the water level of the Tigris River in Al-Kut City (upstream of the Al-Kut barrage).

The primary objectives of this study were to:

1. Evaluate twelve weather factors over a ten-year period to estimate how climate change would affect WL.
2. Improve the quality of original time series and identify the optimal predictor scenario.
3. Combining the particle swarm algorithm PSO with the ANN model to estimate monthly water level.

This paper has four sections. Section 2 describes the study area and data set. Section 3 explains the suggested approach to measure WL. Section 4 presents the findings and data discussion. Section 5 presents the conclusions.
2. Study Area and Data Collection

The city of AL-Kut is the center of Wasit Province in Iraq, is situated between two latitudes (32 degree 29 minutes 51.2 seconds) north, and two longitudes (45 degree 48 minutes 56.9 seconds) east, and has an estimate height of approximately 20 metres. The province is 17,153 km² in area. Comparatively, the urbanised area of Kut is approximately 40 km². It is situated in a strategic site on the Tigris River, and from which two branches (Al-Gharaf and Al-Dujaili) emerge near to the north of the city [35]. These two branches deliver potable water to various cities in Wasit and Thi-Qar provinces for irrigational, commercial, residential, and industrial purposes [36] (Figure 1). The Kut Barrage regulates the flow of water from the Tigris River to the Dujaila and al-Gharraf branches by raising the WL in the barrage upstream. Consequently, forecasting upstream WL is important because it drives city growth and prosperity.

![Figure 1. Location of the research area, AL-Kut City, Iraq.](image)

Traditional monthly WL data (the KUT barrage's upstream) was produced by the water resources directorate, Wasit Province. In General, abnormal conditions caused data from Iraqi metrological stations to be lost (e.g., terrorism). Monthly climate variables were gathered from the National Oceanic and Atmospheric Administration (NASA) [37], in accordance with Ahmad, et al. [38] and Capt, et al. [39]. The time series was collected from 1st January 2011 to 31st December 2020. It consists of the water level (WL) in units of metre (m), minimum temperature (Tmin °C), maximum temperature (Tmax °C), mean temperature (Tmean °C), dew forest (DF °C), relative humidity (RH -percent), rainfall (rain -mm/day), specific humidity (SH -g/kg), surface pressure (P -kpa), maximum wind speed (WSmax - m/s), wind speed (WS- m/s), range wind speed (WSrange -m/s), and minimum wind speed (WSmin -m/s).

3. Methodology

The suggested technique for predicting monthly WL is comprised of four categories (Figure 2): (1) data pre-processing, (2) PSO algorithm, (3) ANN, and (4) model performance measures:
3.1. Data Pre-processing

It is crucial to preprocess data into a suitable format prior to incorporating it into an ANN. These strategies ensure that each input receives equal consideration during the phase of learning [40]. Normalisation, cleaning, and determining the best model inputs are the three steps involved in this research. The natural logarithm was employed to normalise the raw WL data in order to remove the influence of outliers and multicollinearity between independent factors [41]. The cleaning method's goal is to find and remove noise components to boost the regression coefficient and reduce the scale of error [42]. Different types of noise are present in time series. One of the best procedures to denoise raw data by breaking it down into different components is singular spectrum analysis (SSA) [24].

The choice of appropriate predictors is regarded as an essential step in the design of the prediction model's structure. This step helps improve the accuracy of the model by identifying the most pertinent explanatory factors [30]. Pallant [43] suggested employing a tolerance technique to select predictors with a tolerance coefficient value greater than 0.20, as values lower than 0.20 imply the presence of multicollinearity.
3.2. Particle Swarm Optimisation (PSO)

PSO is based on the behavior of swarms of birds and fish. It was created in 1995 by Eberhart and Kennedy. Each person in the population is referred to as a particle, and each particle reflects a potentially feasible solution, with the particle's position regarded as the global optimal solution. Meanwhile, each particle determines its own flight direction based on the value of the adaptive function and its velocity, gradually moving to a better region until it finds the global optimal solution [44]. PSO's main advantages are its simple structure, high flexibility, and quick convergence, making it ideal for solving complicated and nonlinear engineering problems [25]. In the iteration of the optimisation technique, the PSO formula can be stated as follows [45]:

\[ P_{i+1} = P_i + V_{i+1} \]  

\( P_i \) and \( V_i \) are the particle position and velocity, respectively. According to the personal best value (\( P_b \)) and the best swarm location (\( P_g \)) in Eq. (2), the updated velocity can be calculated as follows:

\[ V_{i+1} = a V_i + c_1 r_1 ( P_i - P_b ) + c_2 r_2 ( P_i - P_g ) \]  

Where the inertia weight is denoted by \( a \), \( r_1 \) and \( r_2 \) are two randomly generated coefficients for each iteration, and \( c_1 \) and \( c_2 \) are the acceleration coefficients. The technique is repeated until the target criterion is reached.

3.3. Artificial neural network (ANN)

ANN is a tool for intelligence inspired by the biological nervous systems of animals and humans. ANN can learn a pattern and forecast the output of a model in dimensional space with relative ease. It is capable of managing complex datasets and associating inputs and outputs [26]. In ANN structures, layers are organized as input, hidden, and output layers. Within each layer are interconnected neuronal or nodal structures [46].

In this study, the water level was calculated using a multilayer perceptron (MLP), which is a feed-forward, backpropagation network. For hydrology and water resource forecasting applications, MLP has been used frequently and successfully. The ANN approach was trained using the Levenberg-Marquardt (LM) algorithm, which known for effectively simulating any predictor/response map and for minimising prediction error. The ANN's topology was divided into four layers of neurons. The first layer (i.e. the input layer), which contained predictor factors (i.e., climatic factors). The second and third layers are the hidden layers while, as well as the output layer, which contained response factors (i.e., water level) [42]. Multiple studies have effectively applied ANN with two hidden layers in a variety of settings, and the outcomes displayed that these models' appropriate components the nonlinear relation between dependent and independent factors [30, 47, 48]. According to Zubaidi, et al. [29] time series were divided into three datasets: training 70% (83 out of 119 data points), testing 15% (18 out of 119 data points), and validation 15% (18 out of 119 data points). The trial-and-error method does not always yield the optimal results. Accordingly, metaheuristic algorithms are used to determine the number of nodes in the first \( N_1 \) and second \( N_2 \) hidden layers, and the learning rate (\( L_r \)). The ANN model's performance was enhanced while also saving time by the hybrid techniques [48].

3.4. Model Evaluation

To demonstrate the prediction performance of the PSO-ANN model, four metrics are utilised to assess its prediction accuracy. The metrics for measuring the effectiveness of the model are mean bias error (MBE), mean absolute relative error (MARE), root mean squared error (RMSE), coefficient of determination (\( R^2 \)).

\[ \text{MBE} = \frac{1}{N} \sum_{i=1}^{N} (O_i - F_i) \]  

\[ \text{MARE} = \frac{1}{N} \sum_{i=1}^{N} \frac{|O_i - F_i|}{O_i} \]  

\[ \text{RMSE} = \sqrt{\frac{\sum_{i=1}^{N} (O_i - F_i)^2}{N}} \]  

\[ R^2 = 1 - \frac{\sum_{i=1}^{N} (O_i - F_i)^2}{\sum_{i=1}^{N} (O_i - \bar{O})^2} \]
Where \( O_i \) and \( F_i \) are actual and predicted data, respectively, \( \bar{O} \) was the mean of the actual data, \( \bar{F} \) was the simulated data’s mean value, and \( N \) indicates the length of the data series. The ideal model [50, 49] has values for the MBE, MARE, and RMSE criteria that are almost zero. Good model performance is indicated by a \( R^2 \) value greater than 0.85 [51].

In addition, in this research, the PSO-ANN algorithm’s capacity to forecast the WL time series during the validation stage was verified using a graphical test. Kwiatkowski–Phillips–Schmidt–Shin (KPSS) and Augmented Dickey–Fuller (ADF) tests were employed to evaluate the residual analysis.

4. Results and Discussion

4.1. Data Pre-processing Analysis

All data were normalised to decrease the effect of outliers and achieve a normal or near-normal distribution [41]. Then, if any outliers remained after normalisation, they were rescaled. Figure 3 depicts the normalised WL data set and box plot.

The time series was then denoise using the SSA technique. The top row represents the normalised and clean data, the second signal is the trend signal, the third signal is the seasonal signal, the fourth signal is the stochastic signal, and the fourth signal is the noise signal. Figure 4 demonstrates the normalised water level time series along with the first four signals.
The final phase of data pre-treatment methods, the best set of predictors (i.e., climate factors) to precisely predict WL data and prevent multi-collinearity were found using a tolerance method. Table 1 shows that WLt-1, DF, and WS are the best scenarios after the various scenarios were run, with tolerance coefficients greater than 0.2.

Table 1. The nominated predictors’ collinearity statistics.

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Tolerance coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>WLt-1</td>
<td>0.721</td>
</tr>
<tr>
<td>WS</td>
<td>0.420</td>
</tr>
<tr>
<td>DF</td>
<td>0.498</td>
</tr>
</tbody>
</table>

Table 2 demonstrates how data pre-treatment methods significantly improved the quality of the data for dependent and independent variables, e.g., the correlation coefficient (R) between WL data and lag of WL time series raises (from 0.643 to 0.993) and R between WL and WS time series increases (from -0.026 to -0.555). The values of R supported the association between WL and climatic factors.

Table 2. Correlation coefficient between water level and climatic variables for denoise data.

<table>
<thead>
<tr>
<th>Data</th>
<th>WLt-1</th>
<th>WS</th>
<th>DF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td>0.643</td>
<td>-0.026</td>
<td>0.378</td>
</tr>
<tr>
<td>denoised</td>
<td>0.993</td>
<td>-0.555</td>
<td>0.457</td>
</tr>
</tbody>
</table>

4.2. Analysis of the PSO Technique

Three sets of data were created: one for training (70%), one for testing (15%), and one for validation (15%) [42, 52]. To determine the ideal ANN model hyperparameters, the hybrid algorithm PSO was applied using the MATLAB toolbox. The ideal swarm size and the most suitable learning rate and number of neurons in both hidden layers of the ANN model were determined using various swarm sizes (20, 30, 40, and 50). It is important to note that these population sizes do not refer to the sample size previously stated, but rather the size of the swarm. Five times were repeated for each swarm size to reduce uncertainty and broaden the range of predictions (see Figure 5 for PSO-ANN algorithm). The best implementation for each swarm size was selected and combined.
with the optimal application for the remaining swarm sizes. For example, the ideal PSO-ANN performance is fourth for a 10-swarm size.

Figure 5. PSO algorithm performance.

Figure 6 demonstrates that, after 189 iterations, the (50_1) swarm size offers the optimal solution with the lowest fitness function (mean squared error (MSE) = 0.0006859). The PSO algorithm's results have been applied to ANN simulations of WL to enhance their capabilities. Accordingly, the learning rate (Lr) was 0.1488 and the number of nodes in the 1st and 2nd hidden layers were 13 and 8, respectively, for the ANN models.
4.3. Performance Evaluation

The ANN model was built to simulate WL after determining the best values for $N_1$, $N_2$, and $L_r$. To determine which network would accurately predict WL, the ANN technique was applied several times. To assess the effectiveness of the models, several different statistical criteria were utilised (validation stage). The $R^2$, MARE, MBE, and RMSE statistical indicators for WL are shown in Table 3. The PSO-ANN model displayed good prediction accuracy for WL, based on Dawson, et al. [51].

Table 3. PSO effectiveness evaluation criteria for WL in the validation phase.

<table>
<thead>
<tr>
<th>Target</th>
<th>Model</th>
<th>$R^2$</th>
<th>MBE</th>
<th>RMSE</th>
<th>MARE</th>
</tr>
</thead>
<tbody>
<tr>
<td>WL</td>
<td>PSO-ANN</td>
<td>0.85</td>
<td>0.0183</td>
<td>0.0184</td>
<td>0.006</td>
</tr>
</tbody>
</table>

Additionally, during the validation stage, a graphical test was utilised to show the hybrid model's ability to simulate the WL time series. Figure 7 depicts the measured WL data in blue, and PSO-ANN forecast WL data in red. It should be noted that the PSO-ANN predicted data follow the trend and periodicity of the actual data, and based on the scale of error, it is very close to the actual data.

Also, the residual data are stationary depended on the KPSS and ADF tests.

Overall, the results of the statistical analysis above demonstrate that:

1. These findings demonstrate the SSA and tolerance methods' potential utility. By removing the structureless noise, the first method improves the raw data quality by raising the correlation between the
target and predictor factors. With the latter approach, the multi-collinearity assumption is maintained while selecting the ideal model input scenario.

2. The proposed methodology effectively predicted the WL time series, according to various statistical analyses (such as MBE, RMSE, R², MARE, and graphical tests).

3. The findings show a connection between climate factors and water level.

4. Running each swarm five times improved the precision of choosing the ideal ANN model hyperparameters.

5. These results are limited to the city of Al-Kut only and are not generalised to the rest of the provinces in Iraq.

6. The study's conclusions offer useful scientific data that decision-makers can use to reduce the degree of uncertainty in WL forecast data.

5. Conclusion

Accurate measurement and early warning of river water level is a critical measure to ensure the safety of river basin residents' lives and property, and high precision forecasting of river water level is a necessary prerequisite to meeting this requirement. To estimate the monthly WL of the Tigris River in Al Kut City, this research utilises a hybrid model that combines data pre-processing with the PSO algorithm and the ANN model. The methodology was developed and evaluated using historical time series of WL and climatic variables from 2011 to 2020. The findings indicate that data pre-treatment methods effectively improved data quality, the SSA technique was effective in removing noise from the data, and the tolerance method was efficient in selecting the best model inputs. The suggested methodology performs well in predicting monthly WL with $R^2 = 0.85$, $MBE = 0.0183$, $RMSE = 0.0184$, and $MARE = 0.006$. In the future, socio-economic and additional climatic factors can be employed as predictors to simulate water level, it is also recommended to use various data pre-processing approaches, such as wavelet transformation (WT) to uncover the noise from data and employing updated metaheuristics to simulate water levels in rivers and lakes. In recent years, the utilisation of combined metaheuristic algorithms and ML approaches in WL forecasting has increased significantly. Nevertheless, there is still room for improvement regarding the WL forecast.
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